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Computer Engineering Department 
Bilkent University 

CS533 - Information Retrieval Systems 
 

Solution for question 1: 
 
Q1: D1, D2, D3, D4, D5, D6, D7, D8, D9, D10 The total number of relevant documents: 5 
Q2: D1, D2, D3, D4, D5, D6, D7, D8, D9, D10 The total number of relevant documents: 4 
 

a. R-Precision 
 
R-precision is the precision after R-documents have been retrieved, where R is the number of 
relevant documents for the topic [1]. There are 5 and 4 relevant documents for Q1 and Q2, 
respectively. Therefore, 
 
R-Precision(Q1) = 3/5 = 0.6  
R-Precision(Q2) = 2/4 = 0.5 
 

b. Mean Average Precision (MAP) 
𝑹𝒆𝒄𝒂𝒍𝒍 = 𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕	𝒊𝒕𝒆𝒎𝒔	𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅

𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕	𝒊𝒕𝒆𝒎𝒔	𝒊𝒏	𝒄𝒐𝒍𝒍𝒆𝒄𝒕𝒊𝒐𝒏	
 [1] 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 = 𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕	𝒊𝒕𝒆𝒎𝒔	𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅
𝒕𝒐𝒕𝒂𝒍	𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒊𝒕𝒆𝒎𝒔	𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅

 [1] 
 

Document 
Number 1 2 3 4 5 6 7 8 9 10 

Relevance ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✗ 
Precision 1/1 2/2 2/3 2/4 3/5 4/6 4/7 4/8 5/9 5/10 

Recall 1/5 2/5 2/5 2/5 3/5 4/5 4/5 4/5 5/5 5/5 
 Table 1: The table showing the relevance, precision and recall values at 10 for Q1 
 
 
 
 
 
 
 
 

Table 2: The table showing the relevance, precision and recall values at 10 for Q2 
 

Document 
Number 1 2 3 4 5 6 7 8 9 10 

Relevance ✓ ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗ 
Precision 1/1 1/2 2/3 2/4 2/5 2/6 3/7 3/8 4/9 4/10 

Recall 1/4 1/4 2/4 2/4 2/4 2/4 3/4 3/4 4/4 4/4 
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𝐀𝐯𝐞𝐫𝐚𝐠𝐞	𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧(𝐀𝐯𝐞𝐏) =
∑ 𝒑(𝒌) ∗ 𝒓𝒆𝒍(𝒌)𝒏
𝒌G𝟏

𝒏𝒖𝒎𝒃𝒆𝒓	𝒐𝒇	𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕	𝒅𝒐𝒄𝒖𝒎𝒆𝒏𝒕𝒔 

where p(k) is precision at position k and rel(i) is the relevancy of the kth document that is 1 for 
✓(relevant) and 0 for ✗(not relevant) [2]. 
 
Average Precision(Q1) = (1 + 1 + 3/5 +4/6 +5/9)/5 = 0.764 
Average Precision (Q2) = (1 + 2/3 + 3/7 + 4/9)/4 = 0.634 

𝐌𝐞𝐚𝐧	𝐀𝐯𝐞𝐫𝐚𝐠𝐞	𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧	(𝐌𝐀𝐏) =
∑ 𝑨𝒗𝒆𝑷(𝒒)𝑸
𝒒G𝟏

𝑸  

where Q is the number of queries [2].  
 

MAP = (0.764 + 0.634) /2 = 0.699 
 

c. Precision and Recall @ 10 by using TP, FP, TN and FN 
 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒓𝒖𝒆	𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑻𝒓𝒖𝒆	𝑷𝒐𝒔𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆	𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 
 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒓𝒖𝒆	𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑻𝒓𝒖𝒆	𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 + 𝑭𝒂𝒍𝒔𝒆	𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔 

 
where the number of true positives is the number of correctly labeled items belonging to the 
relevant class, the number of false positives is the number of incorrectly labeled items belonging 
to the non-relevant class and the number of false negatives is the number of incorrectly labeled 
items but belonging to the relevant class [3] . 
 
Therefore, true positives are retrieved and relevant, false positives are retrieved but not relevant 
and false negatives are not retrieved but relevant. In our case, all documents(10) for both queries 
are retrieved so the number of false negatives are 0.  
 
For  Q1: 
 The number of false negatives = 0  
 The number of true positives = 5 
 The number of false positives = 5 
 
Precision@10 = 5/(5+5) = 5/10 = 1/2 = 0.5 
Recall@10 = 5/(5+0) = 1 
 
For  Q2: 
 The number of false negatives = 0  
 The number of true positives = 4 
 The number of false positives = 6 
 
Precision@10 = 4/(4+6) = 4/10 = 2/5 = 0.4 
Recall@10 = 4/(4+0) = 1 
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Solution for question 2: 
 

Precision 1 1 1 1 1 0.66 0.66 0.66 0.66 0.55 055 
Recall 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Table 3: The table showing the interpolated precision and recall for Q1 
Precision 1 1 1 0.66 0.66 0.66 0.44 0.44 0.44 0.44 0.44 

Recall 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Table 4: The table showing the interpolated precision and recall for Q2 

Precision 1 1 1 0.83 0.83 0.66 0.55 0.55 0.55 0.50 0.50 
Recall 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Table 5: The average of interpolated precision and recall for both queries 
 

 
To obtain the precision values at all of the standard recall levels from 0.0 to 1.0 in increments 
of 0.1, the recall-precision data points is required to be interpolated. The rule of interpolation 
is for each standard recall level i from 0.0 to 1.0, use the maximum precision obtained for any 
actual recall level greater than or equal to i [1]. Therefore, this method of interpolation defines 
the precision at any recall level as the maximum precision observed in any recall-precision 
point at a higher recall level. It turns precision-recall graph into a step-function with the jumps 
at the observed point [4].  
 
Since search engines are not perfect and they always retrieve some non-relevant documents, 
precision tends to decrease with increasing recall. This interpolation produces a step-function 
that is monotonically decreasing which means that precision values always go down or stay the 
same with the increasing recall [5]. Based on Croft, Metzler and Strohman’s book, the general 
purpose of interpolation is that the recall-precision values are defined by the sets of documents 
in the ranking with the best possible precision values [5]. Rijsbergen also confirms this idea by 
saying that the linear interpolation estimates the best possible performance between any two 
adjacent observed points [4]. Thus, the rationale for interpolation is that the user wants to look 
at more stuff if both precision and recall get better [6]. 
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As discussed in the class, effectiveness and efficiency are important for performance evaluation 
of a system. Effectiveness is measured with the precision and recall. Precision at 10 and R-
precision are two different precision measures for information retrieval evaluation methods.  
 
Precision at 10 shows the number of relevant documents/total number of documents retrieved 
at rank 10 while R-precision is the precision after R-documents have been retrieved, where R 
is the number of relevant documents. 
 
For example, in the question 1, R-Precision(Q1) = 3/5 = 0.6 and Precision at 10=0.5. As it could 
be seen from example, Precision@10 considers 10 documents for determining precision which 
is a low precision value. R-precision takes all relevant documents into account and in the first 
5 relevant documents(R=5), most of the relevant documents(3) are retrieved so it gives a better 
precision value.  
 
It means that R-precision is an evaluation method which enables evaluation of entire system by 
considering the total number of relevant documents while Precision@10 takes the documents 
until 10 into consideration. The value of 10 could change so measuring the effectiveness of the 
whole system might not possible. However, since R-Precision considers all relevant documents 
in the system, it gives a better measuring result. Thus, selecting the measure depends on the 
situation but in the case of measuring the  effectiveness of whole system, I would prefer R-
Precision.  
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Solution of question 4: 
 

a. Straightforward approach 
 

𝑫 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏 𝟎 𝟎 𝟏 𝟎
𝟎 𝟏 𝟎 𝟏 𝟏 𝟎
𝟏 𝟎 𝟏 𝟏 𝟎 𝟎
𝟏 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟏 𝟏
𝟎 𝟎 𝟎 𝟎 𝟏 𝟏⎦

⎥
⎥
⎥
⎥
⎤

 

 
 
The straightforward approach constructs the similarity matrix S by calculating the similarity 
between every pair of the documents. Since similarity matrix is symmetric in other words Sij = 
Sji and Sii means the same document, only the given pairs below are calculated: 
 

𝑺 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟏 𝑺𝟏𝟐 𝑺𝟏𝟑 𝑺𝟏𝟒 𝑺𝟏𝟓 𝑺𝟏𝟔
✗ 𝟏 𝑺𝟐𝟑 𝑺𝟐𝟒 𝑺𝟐𝟓 𝑺𝟐𝟔
✗ ✗ 𝟏 𝑺𝟑𝟒 𝑺𝟑𝟓 𝑺𝟑𝟔
✗ ✗ ✗ 𝟏 𝑺𝟒𝟓 𝑺𝟒𝟔
✗ ✗ ✗ ✗ 𝟏 𝑺𝟓𝟔
✗ ✗ ✗ ✗ ✗ 𝟏 ⎦

⎥
⎥
⎥
⎥
⎤

 

 
 
Syntax: Sij means the similarity between the documents i and j 
 
Since the similarity coefficients of S12, S13, S14, S15, S16, S23, S24, S25, S26, S34, S35, S36, S45, S46 
and S56 are required to be calculated, in total 15 similarity coefficients will be calculated. In 
other words, `∗(`ab)

c
= d∗e

c
= 15 where m is the number of documents. 

 
b. Using term inverted indexes 

𝑫 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏 𝟎 𝟎 𝟏 𝟎
𝟎 𝟏 𝟎 𝟏 𝟏 𝟎
𝟏 𝟎 𝟏 𝟏 𝟎 𝟎
𝟏 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟏 𝟏
𝟎 𝟎 𝟎 𝟎 𝟏 𝟏⎦

⎥
⎥
⎥
⎥
⎤

 

 
 

2 documents can have similarity value > 0 if they have one or more common terms. 
 
Syntax: ti ® dj means term i is found in the document j  
 
t1 ® d3, d4 
t2 ® d1, d2 
t3 ® d3, d5 
t4 ® d2, d3, d4 
t5 ® d1, d2, d5, d6 
t6 ® d5, d6 
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Consider d1:  
 
d1 contains terms t2 and t5. 
 
t2 ® d1, d2     
t5 ® d1, d2, d5, d6    

t2 ∪ t5 ®  d1, d2, d5, d6   Calculate S12, S15, S16 
 
Consider d2: 
 
d2 contains terms t2, t4 and t5. 
 
t2 ® d1, d2     
t4 ® d2, d3, d4    
t5 ® d1, d2, d5, d6    
t2 ∪ t4 ∪ t5 ® d1, d2, d3, d4, d5, d6 Calculate S23, S24, S25, S26 
  
Consider d3: 
 
d3 contains terms t1, t3 and t4. 
 
t1 ® d3, d4     
t3 ® d3, d5     
t4 ® d2, d3, d4     
t1 ∪ t3 ∪ t4 ® d2, d3, d4 , d5  Calculate S34, S35 
 
Consider d4: 
 
d4 contains terms t1 and t4. 
 
t1 ® d3, d4     
t4 ® d2, d3, d4     
t1 ∪ t4 ® d2, d3, d4   - 
 
Consider d5: 
 
d5 contains terms t3, t5 and t6. 
 
t3 ® d3, d5     
t5 ® d1, d2, d5, d6    

t3 ∪ t5 ∪ t6 ® d1, d2, d3, d5, d6  Calculate S56 
 
Consider d6: No calculation needed 
 
Since the similarity coefficients of S12, S15, S16, S23, S24, S25, S26, S34, S35 and S56 are required 
to be calculated, in total 10 similarity coefficients will be calculated by using term inverted 
indexes. 
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c. S-matrix by using the Dice coefficients 

𝑫 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏 𝟎 𝟎 𝟏 𝟎
𝟎 𝟏 𝟎 𝟏 𝟏 𝟎
𝟏 𝟎 𝟏 𝟏 𝟎 𝟎
𝟏 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟏 𝟏
𝟎 𝟎 𝟎 𝟎 𝟏 𝟏⎦

⎥
⎥
⎥
⎥
⎤

 

𝑑1 = 	 [0 1 0 0 1 0]   |𝑑1| = 2 
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 
𝑑3 = 	 [1 0 1 1 0 0]  |𝑑3| = 3 
𝑑4 = 	 [1 0 0 1 0 0]  |𝑑4| = 2 
𝑑5 = 	 [0 0 1 0 1 1]  |𝑑5| = 3 
𝑑6 = 	 [0 0 0 0 1 1]  |𝑑6| = 2 
Calculate given similarity coefficients using the Dice coefficient given below: 
𝑫𝒊𝒄𝒆	𝑪𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 = 𝟐|𝑿⋂𝒀|

|𝑿|v|𝒀|
	[7] 

 

𝑺 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟏 𝑺𝟏𝟐 𝑺𝟏𝟑 𝑺𝟏𝟒 𝑺𝟏𝟓 𝑺𝟏𝟔
✗ 𝟏 𝑺𝟐𝟑 𝑺𝟐𝟒 𝑺𝟐𝟓 𝑺𝟐𝟔
✗ ✗ 𝟏 𝑺𝟑𝟒 𝑺𝟑𝟓 𝑺𝟑𝟔
✗ ✗ ✗ 𝟏 𝑺𝟒𝟓 𝑺𝟒𝟔
✗ ✗ ✗ ✗ 𝟏 𝑺𝟓𝟔
✗ ✗ ✗ ✗ ✗ 𝟏 ⎦

⎥
⎥
⎥
⎥
⎤

 

 
From previous part, we know similarity coefficients given below which requires calculation: 
S12, S15, S16, S23, S24, S25, S26, S34, S35 and S56. 
Other similarity coefficients will be 0 and they are not calculated below since these 
documents do not have any common terms. For instance,  
For S46: 
𝑑4 = 	 [1 0 0 1 0 0]  |𝑑4| = 2 
𝑑6 = 	 [0 0 0 0 1 1]  |𝑑6| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 0 + 0)

2 + 2 =
2 ∗ 0
2 + 2 =

0
4 = 0 

 
Calculation of similarity coefficients using Dice coefficients: 
For S12: 
𝑑1 = 	 [0 1 0 0 1 0]   |𝑑1| = 2  
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 1 + 0 + 0 + 1 + 0)

2 + 3 =
2 ∗ 2
2 + 3 =

4
5 = 0.8 

For S15: 
𝑑1 = 	 [0 1 0 0 1 0]   |𝑑1| = 2 
𝑑5 = 	 [0 0 1 0 1 1]  |𝑑5| = 3 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 1 + 0)

2 + 3 =
2 ∗ 1
2 + 3 =

2
5 = 0.4 

For S16: 
𝑑1 = 	 [0 1 0 0 1 0]   |𝑑1| = 2  
𝑑6 = 	 [0 0 0 0 1 1]  |𝑑6| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 1 + 0)

2 + 2 =
2 ∗ 1
2 + 2 =

2
4 = 0.5 
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For S23: 
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 
𝑑3 = 	 [1 0 1 1 0 0]  |𝑑3| = 3 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 1 + 0 + 0)

3 + 3 =
2 ∗ 1
3 + 3 =

2
6 = 0.33 

For S24: 
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 
𝑑4 = 	 [1 0 0 1 0 0]  |𝑑4| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 1 + 0 + 0)

3 + 2 =
2 ∗ 1
3 + 2 =

2
5 = 0.4 

For S25: 
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 
𝑑5 = 	 [0 0 1 0 1 1]  |𝑑5| = 3 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 1 + 0)

3 + 3 =
2 ∗ 1
3 + 3 =

2
6 = 0.33 

For S26: 
𝑑2 = 	 [0 1 0 1 1 0]  |𝑑2| = 3 
𝑑6 = 	 [0 0 0 0 1 1]  |𝑑6| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 1 + 0)

3 + 2 =
2 ∗ 1
3 + 2 =

2
5 = 0.4 

For S34: 
𝑑3 = 	 [1 0 1 1 0 0]  |𝑑3| = 3 
𝑑4 = 	 [1 0 0 1 0 0]  |𝑑4| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (1 + 0 + 0 + 1 + 0 + 0)

3 + 2 =
2 ∗ 2
3 + 2 =

4
5 = 0.8 

For S35: 
𝑑3 = 	 [1 0 1 1 0 0]  |𝑑3| = 3 
𝑑5 = 	 [0 0 1 0 1 1]  |𝑑5| = 3 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 1 + 0 + 0 + 0)

3 + 3 =
2 ∗ 1
3 + 3 =

2
6 = 0.33 

For S56: 
𝑑5 = 	 [0 0 1 0 1 1]  |𝑑5| = 3 
𝑑6 = 	 [0 0 0 0 1 1]  |𝑑6| = 2 

𝐷𝑖𝑐𝑒	𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2 ∗ (0 + 0 + 0 + 0 + 1 + 1)

3 + 2 =
2 ∗ 2
3 + 2 =

4
5 = 0.8 
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The resulting S-matrix using Dice coefficient is given below: 
 

𝑺 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟏 𝟎. 𝟖 𝟎 𝟎 𝟎. 𝟒 𝟎. 𝟓
✗ 𝟏 𝟎. 𝟑𝟑 𝟎. 𝟒 𝟎. 𝟑𝟑 𝟎. 𝟒
✗ ✗ 𝟏 𝟎. 𝟖 𝟎. 𝟑𝟑 𝟎
✗ ✗ ✗ 𝟏 𝟎 𝟎
✗ ✗ ✗ ✗ 𝟏 𝟎. 𝟖
✗ ✗ ✗ ✗ ✗ 𝟏 ⎦

⎥
⎥
⎥
⎥
⎤

 

Solution of question 5: 
 

a.  Number of comparisons of two lists with no usage of skipping 
 
term-a ® < 1, 2 > < 3, 2 > < 9, 2 > < 10, 3 > < 12, 4 > < 18, 4 > < 20, 3 > < 23, 3 > < 25, 4 > 
< 33, 4 > < 40, 5 > < 43, 4 > < 55, 3 > < 64, 2 > < 68 ,4 > < 72, 3 > < 75, 1 > < 88, 2 > 
 
term-b ® < 12, 7 > < 66, 3 > < 75, 1 > 
 
Boolean query: term-a and term b 
As the document numbers in the posting list is in increasing order, only one scan is enough 
for intersection. 
 
Compare < 12, 7 > of term-b’s posting list with < 1, 2 >, < 3, 2 >, < 9, 2 >, < 10, 3 > and < 12, 
4 > from term-a’s posting list. After 5 comparisons, we know where to place < 12, 7>.  
Increment indexes of both term-a and term-b. 
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Compare < 66, 3 > of term-b’s posting list with < 18, 4 >, < 20, 3 >, < 23, 3 >, < 25, 4 >, < 
33, 4 >, < 40, 5 >, < 43, 4 >, < 55, 3 >, < 64, 2 > and < 68 ,4 > from term-a’s posting list. 
After 10 comparisons, we know where to place < 66, 3 >. Increment indexes of both term-a 
and term-b. 
 
Compare < 75, 1 > of term-b’s posting list with < 72, 3 >, < 75, 1 > and < 88, 2 > from term-
a’s posting list. After 3 comparisons, we know where to place < 75, 1 >. Increment index of 
both term-a and term-b. 
 
Therefore, we can find intersection of term-a and term-b lists without using skipping in 18 
(5+10+3) comparisons. 
 

b. Introducing a skipping structure 
 
I introduce a skipping structure with chunk size=5. Posting lists of term-a is splitted into chunks 
in total of 4. 
 
The skipping structure works as follows: 
1)Split the posting list of term-a into chunk size of 5. 
2)Select highest number document in the chunk as the descriptor of the chunk. 
3) chunk-comparison=0 (comparing chunk descriptor with posting list element of term-b) 

element-comparison=0 (comparing chunk element of term-a with posting list element 
of term-b) 

 
Compare each posting list element of term-b with the chunk i descriptor of term-a 
 If chunk i descriptor <= posting list element of term-b 
  chunk-comparison++ 
  insert into chunk i 
  If chunk i element of term-a <= posting list element of term-b 
   element-comparison++ 
   move to next posting list element of term-b 
  else 
   element-comparison++ 
   go to next element of chunk i of term-a 
 else 

chunk-comparison++ 
  go to next chunk i+1 
   
Total comparison = element-comparison + chunk-comparison 
 
1)  
term-a: 
Chunk 1: < 1, 2 >   < 3, 2 >   < 9, 2 >   < 10, 3 > < 12, 4 > 
Chunk 2: < 18, 4 > < 20, 3 > < 23, 3 > < 25, 4 > < 33, 4 > 
Chunk 3: < 40, 5 > < 43, 4 > < 55, 3 > < 64, 2 > < 68 ,4 > 
Chunk 4: < 72, 3 > < 75, 1 > < 88, 2 >  
 
term-b: < 12, 7 > < 66, 3 > < 75, 1 > 
 
2 and 3) 
term-a: 
Chunk 1: < 1, 2 >   < 3, 2 >   < 9, 2 >   < 10, 3 > < 12, 4 >    Chunk 1 Descriptor: < 12, 4 > 
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Chunk 2: < 18, 4 > < 20, 3 > < 23, 3 > < 25, 4 > < 33, 4 > Chunk 2 Descriptor: < 33, 4 > 
Chunk 3: < 40, 5 > < 43, 4 > < 55, 3 > < 64, 2 > < 68 ,4 > Chunk 3 Descriptor: < 68 ,4 > 
Chunk 4: < 72, 3 > < 75, 1 > < 88, 2 >   Chunk 4 Descriptor: < 88, 2 > 
 
term-b:< 12, 7 > < 66, 3 > < 75, 1 > 
 
3) 
chunk-comparison = 0 
element-comparison = 0 
Compare < 12, 7 > with Chunk 1 Descriptor < 12, 4 >: 
12 <= 12? YES, chunk-comparison = 1 

Insert < 12, 7 > into Chunk 1 
 12 <= 1? NO, element-comparison = 1 

12 <= 3? NO, element-comparison = 2 
12 <= 9? NO, element-comparison = 3 
12 <= 10? NO, element-comparison = 4 
12 <= 12? YES, element-comparison = 5 

 Go to next element of term-b 
Compare < 66, 3 > with Chunk 1 Descriptor < 12, 4 >: 
66 <= 12? NO, chunk-comparison = 2 
Go to Chunk 2 
Compare < 66, 3 > with Chunk 2 Descriptor < 33, 4 >: 
66 <= 33? NO, chunk-comparison = 3 
Go to Chunk 3 
Compare < 66, 3 > with Chunk 3 Descriptor < 68, 4 >: 
66 <= 68? YES, chunk-comparison = 4 
 Insert < 66, 3 > into Chunk 3 
 66 <=40? NO, element-comparison = 6 
 66 <=43? NO, element-comparison = 7 
 66 <=55? NO, element-comparison = 8 
 66 <=64? NO, element-comparison = 9 

66 <=68? YES, element-comparison = 10 
Go to next element of term-b 

Compare < 75, 1 > with Chunk 1 Descriptor < 12, 4 >: 
75 <= 12? NO, chunk-comparison = 5 
Go to Chunk 2 
Compare < 75, 1 > with Chunk 2 Descriptor < 33, 4 >: 
75 <= 33? NO, chunk-comparison = 6 
Go to Chunk 3 
Compare < 75, 1 > with Chunk 3 Descriptor < 68, 4 >: 
75 <= 68 NO, chunk-comparison = 7 
Go to Chunk 4 
Compare < 75, 1 > with Chunk 4 Descriptor < 88, 2 >: 
75 <= 88 YES, chunk-comparison = 8 
 Insert < 75, 1 > into Chunk 4 
 75 <= 72? NO, element-comparison = 11 

75 <= 75? YES, element-comparison = 12  
 
Therefore, we can find intersection of term-a and term-b lists with using skipping structure of 
chunk size 5 in 20(element-comparison + chunk-comparison = 12 + 8) comparisons. 
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c. Advantages and Disadvantages of small and large skips in the posting lists 

Table 6: The advantages and disadvantages of large skips 

Table 7: The advantages and disadvantages of small skips 
I benefited from [8] and [9] in order to construct the tables above. 
 

d. Advantage of the skipping structure for disjunctive queries 
 
I think it is not possible to take advantage of a skipping structure for disjunctive queries. In the 
case of a conjunctive (AND) queries, since it takes the intersection of posting queries in order 
to find the common terms which can also be seen in part c of question 4, it is useful. However, 
disjunctive (OR) queries take the union of posting lists, in other words, it is useless for finding 
common terms because the union of posting queries is the set of documents which are in one 
query, in another query, or both one query and another query. For instance, (term-a OR term-
b) is the set of documents which are in term-a posting list, in term-b posting list, or both term-

  Advantages Disadvantages 

Large 
Skips 

The total number of chunks decreases 
since the number of documents within 

the chunk increases. 

The total number of comparisons within 
the chunk increases since more documents 

found in each chunk. 

The total number of comparisons with 
the chunk descriptors decreases because 
are less chunks with more documents. 

Since the chunk size is bigger, the search 
within the chunk takes more time. 

Since the chunk number is less, the  
search between chunks takes less time. 

  

Unnecessary comparisons between  
chunks are eliminated. 

Fewer skip yield larger skip spans  
so it tends to do less skips. 

Requires less comparisons 
and fewer space. 

  Advantages Disadvantages 

Small 
Skips 

The total number of comparisons 
within each the chunk decreases 

since the number of chunks increases 

The total number of chunks increases 
since less documents found in each chunk. 

Since the chunk size is less, the search 
between chunks will take more time. 

The total number of comparisons with  
the chunk descriptors increases because more  

chunks with less documents. 

Unnecessary comparisons within a  
chunk is eliminated. 

Since the chunk number is more, the search  
between chunks takes more time. 

More chunks can be skipped More skips yield shorter skip spans, so it tends 
to do more skips. 

  Requires many skip pointer comparisons and 
pointer storage. 
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a and term-b posting lists. This set also contains the documents either in term-a or either in 
term-b. Therefore, it is not useful in the case of finding the common terms of posting lists. 
 

 
Solution of question 6: 
term-a ® < 1, 2 > < 3, 2 > < 9, 2 > < 10, 3 > < 12, 4 > < 18, 4 > < 20, 3 > < 23, 3 > < 25, 4 > 
< 33, 4 > < 40, 5 > < 43, 4 > < 55, 3 > < 64, 2 > < 68 ,4 > < 72, 3 > < 75, 1 > < 88, 2 > 
 

a. Ordered by fd,t(The frequency of term t in document d) 
 

term-a ® < 40, 5 > < 12, 4 > < 18, 4 > < 25, 4 > < 33, 4 > < 43, 4 > < 68 ,4 > < 10, 3 >  
< 20, 3 > < 23, 3 > < 55, 3 > < 72, 3 > < 1, 2 > < 3, 2 > < 9, 2 > < 64, 2 > < 88, 2 > < 75, 1 >  
 

b. Ordered by Frequency Information in Prefix Form 
term-a ® < 5:1: 40 > < 4:6: 12, 18, 25, 33, 43, 68> <3:5: 10, 20, 23, 55, 72> <2:5: 1,3,9,64,88> 
<1:1: 75> 
 

c. Advantages and Disadvantages of fd,t and Frequency Information in Prefix 
Form 

 
 
  Advantages Disadvantages 

fd,t 

It improves the query processing by 
ordering frequency values in descending 
order because if large frequency values 
are interesting, it is useful to store them 
at the beginning rather than somewhere 

in the middle.  

It requires more comparisons in the posting 
list to find the document. 

It is practical because if threshold for 
frequency is used, some frequencies 
below this threshold can be ignored 

which results in increasing the 
performance.  

  

Table 8: The advantages and disadvantages of fd,t 
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  Advantages Disadvantages 

Frequency 
Information 

in Prefix 
Form 

It provides better query processing as the 
size of the posting list is smaller than fd,t. 

The prefix form is difficult to construct 
so it is costly. 

It is practical because it saves memory 
and the prefix form provides 

compression since it does not require to 
store same frequency information by 
avoiding repeated frequencies, so it is 

useful when there is a long posting list. 

The d-gaps are on average larger when 
document identifiers are sorted so the 
document number part of each pointer 

increases cost. 

Table 9: The advantages and disadvantages of fd,t 
I benefited from [9] in order to construct the tables above. 

Solution of question 7: 
The components of an information retrieval test collection according to Zobel are: 

• A set of documents 
• A set of queries 
• Relevance information about each document with respect to each query 

 
Pooling Approach: 
 
The pooling approach retrieves the top i documents and collect them in a pool for identification 
of relevant documents for each query where i is the document number. Thus, pooling enables 
identifying documents to be considered for relevance assessment, so it determines relevant 
documents for each query. Only the documents in the pool are treated as relevant. The problem 
about this approach is that unseen documents are assumed to be irrelevant which means that 
the relevant documents that are not evaluated are considered as irrelevant. 
 
With information retrieval test collection, we need to utilize techniques such as pooling but 
Zobel has some criticism about this approach. First, Zobel claims that there are some difficulties 
related to pooling depth. He mentions that pooling might introduce bias by giving the example 
of fixed-depth pool which favors the numerical performance of a new system that is a simple 
combination of two other successful methods [10].  
 
Secondly, there is a large database, the limitation of documents judged might be required. 
Pooling is used for this purpose and each system makes contribution to the same number of 
documents for evaluation so Zobel claims that sufficiently deep pool is fair enough to find most 
of relevant documents [10].   
 
Thirdly, Zobel says that another potential disadvantage occurs when depth m exceeds pool 
depth p which causes similar systems to reinforce each other. This system reinforcement might 
introduce small distortions related to performance for systems that contributed to the pool. In 
addition, Zobel criticizes that pooling only identifies part of relevant documents so the 
effectiveness of a technique that does not contribute to the pool is underestimated. His 
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observations show that the use of adequate pool depth is significant for both system 
reinforcement and system omission. 
 
Lastly, Zobel believes that for the systems designed to maximize recall, the pooling cannot be 
used. It is because of the fact that it is impossible to be sure that pooling identifies most of 
relevant documents which results in highly uncertain results.  
 
In his paper, Zobel considers determining the degree to which the use of pooling provides 
reliable results by decreasing this bias. In addition, he shows that if the pool depth, the number 
of identifiers taken from each run, is increased; it is possible to obtain useful estimates of 
numbers of new relevant documents that can be discovered for each query [10]. Thus, his aim 
is to demonstrate variation of standard pooling strategies which increases the number of 
relevant documents discovered for given judgement effort without compromising fairness and 
introducing bias [10].  
 

 
Solution of question 8: 

a. Evaluation of an information retrieval system 
 
IIR (Interactive Information Retrieval) is information retrieval with users. Classic IR 
environment isolates humans from evaluation model, IIR focuses on users’ cognitive and 
affective behaviors and experiences such as interactions between user and system, user and 
information. In other words, IR checks if the system retrieves relevant documents while IIR 
checks if people use the system to retrieve relevant documents. Salton and Cleverdon identify 
user effort measures and presentation issues as important component of IR evaluation, including 
attitudes and perceptions of users along with recall and precision [11]. 
 
The evaluation techniques involve indexing, retrieval and ranking algorithms, user interfaces 
or interactive techniques [12]. IIR evaluation examines how differences in systems or interfaces 
(independent variable such as interface-type and task-type) impacts outcome measures 
(dependent variable). Developing a valid baseline in IIR evaluation includes identifying and 
blending the status quo and the experimental system [11]. Rotation and counterbalancing are 
important for experimental design. Then, sampling is required for different items in IIR such 
as users, tasks, topics and documents. Also, collections are needed which are known as test 
collections in IR. For collecting data in IIR evaluations, instruments like loggers and 
questionnaires are also helpful but there are also some data collection techniques such as think-
aloud, stimulated recall, observation, spontaneous and prompted self-report, interviews etc. The 
final method for collecting data during IIR evaluation focuses on the outcome of the search. IIR 
researchers benefit from several approaches to examine the end products such as examination 
of references, expert assessments and cross-evaluation. Then, mostly quantitative data analysis 
is applied to the collected data. 
 
There are four basic measures for the evaluation of IIR emerged from standard: 
contextual(individual differences, information needs), interaction(number of queries, number 
of search results viewed, number of documents viewed, query length), performance(interactive 
recall, interactive TREC precision, interactive user precision, relative relevance for modified 
version of recall and precision for IIR, cumulated gain,  discounted cumulated gain, ranked 
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half-life for cumulated gain measures, search speed, qualified search speed for time-based 
measures and cost-utility measures) and usability(effectiveness, efficiency, satisfaction).  
 
There are also a few guidelines and models for conducting an evaluation for IIR evaluations 
[12]. Thomas and Hawking proposes an evaluation method based on preference. Subjects are 
presented with a split screen each displaying search results from two different search engines. 
Subjects are asked to make holistic evaluations basing their preferences on entire lists rather 
than individual documents [11]. The Cranfield model is based on the principle of test collections 
and measurement of recall and precision ratios as indicators of system performance and it is 
utilized for evaluation of both IR and IIR models [13]. However, it has some limitations based 
on assumptions on the cognitive and behavioral features of the environment in which (I)IR 
systems functions [13]. Borlund introduces an IIR evaluation model to facilitate IIR evaluation 
as close as possible to actual information searching and IR processes [14].  
 

b. Own Suggestion  
 
There is no single best evaluation method for IIR. It is more than system evaluation and retrieval 
effectiveness, so it requires more than one approach or method for evaluation. I think Borlund’s 
IIR evaluation model is good for evaluation since it meets the requirements of three revolutions 
put forward by Robertson and Hancock-Beaulieu: the involvement of potential users as test 
participants, the application of dynamic and information needs (real and simulated individual 
information needs) and the employment of multidimensional and dynamic relevance 
judgements [13]. The reason behind my idea is that these requirements include most of the 
important features of an IIR system.  
 

 
Solution of question 9: 
Clustering tendency means examining the input data to see if it is feasible to a cluster analysis 
so there might be many clusters obtained from clustering algorithm but some of them might be 
useless. Clustering tendency can be used in some stages of clustering. Some clustering 
algorithms may produce clusters even if the data does not contain any clusters since it directly 
divides the data into clusters. Thus, before applying a clustering algorithm on the input data, 
we should evaluate the data set to see if it contains meaningful clusters and if they are 
meaningful how many clusters are there. After clustering tendency is evaluated, the optimal 
clusters in the input data can be found. There are also methods for evaluating the clustering 
tendency such as Hopkins Statistic and Visual Assessment of cluster Tendency (VAT) 
algorithm [15]. In addition, the idea of Cover Coefficient concept can be utilized since it is 
useful for tuning and optimization along with indexing-clustering relationship [16]. A modified 
version of VAT which utilizes similarity matrix in the input data for checking the high 
correlation between the documents using Euclidean distance measure rather than using 
dissimilarity matrix can be used.  
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Solution of question 10: 

𝑆 = 	

⎣
⎢
⎢
⎢
⎡
1 0.1 0.2 0.6 0.6
✗ 1 0.3 0.4 0.5
✗ ✗ 1 0.3 0.5
✗ ✗ ✗ 1 0.2
✗ ✗ ✗ ✗ 1 ⎦

⎥
⎥
⎥
⎤
 

Document 1= A 
Document 2= B 
Document 3= C 
Document 4= D 
Document 5= E 
 
Based on the similarity matrix of 5 documents above,  

Pair Similarity Pair 
AE 0.6 
AD 0.6 
BE 0.5 
CE 0.5 
BD 0.4 
BC 0.3 
CD 0.3 
DE 0.2 
AC 0.2 
AB 0.1 

 
 
First Complete-Link Clustering: 
Step Similarity Pair Similarity 

1 AE 0.6 
2 AD 0.6 
3 BE 0.5 
4 CE 0.5 
5 BD 0.4 
6 BC 0.3 
7 CD 0.3 
8 DE 0.2 
9 AC 0.2 
10 AB 0.1 
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Step Similarity 
Pair 

 Complete-Link Structure Items Covered 

1 AE, 0.6 0.6 
 

 
A          E 

AE 

2 AD, 0.6 Too early to connect since we do not know DE AE, AD 
3 BE, 0.5 Too early to connect since we do not know AB AE, AD, BE 
4 CE, 0.5 Too early to connect since we do not know AC AE, AD, BE, CE 
5 BD, 0.4                      0.6                                0.4 

 
 

               A           E                     B           D 

AE, AD, BE, CE, BD 

6 BC, 0.3 Too early to connect since we do not know CD AE, AD, BE, CE, BD, BC 
7 CD, 0.3                                                          0.3 

 
 
             0.6                                0.4 

 
 

       A           E                     B           D         C 

AE, AD, BE, CE, BD, BC, CD 

8 DE, 0.2 Too early to connect since we do not know AB, AC AE, AD, BE, CE, BD, BC, 
CD, DE 

9 AC, 0.2 Too early to connect since we do not know AB AE, AD, BE, CE, BD, BC, 
CD, DE, AC 

10 AB, 0.1                                  0.1 
 
 
 
                                                        0.3 
 
 
             0.6                                0.4 

 
 

       A           E                     B           D         C 

AE, AD, BE, CE, BD, BC, 
CD, DE. AC, AB 

 

𝑆′ = 	

⎣
⎢
⎢
⎢
⎡
1 0.1 0.1 0.1 0.6
✗ 1 0.3 0.4 0.1
✗ ✗ 1 0.3 0.1
✗ ✗ ✗ 1 0.1
✗ ✗ ✗ ✗ 1 ⎦

⎥
⎥
⎥
⎤
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Second Complete-Link Clustering: 
Step Similarity Pair Similarity 

1 AD 0.6 
2 AE 0.6 
3 BE 0.5 
4 CE 0.5 
5 BD 0.4 
6 BC 0.3 
7 CD 0.3 
8 DE 0.2 
9 AC 0.2 
10 AB 0.1 

Step Similarity 
Pair 

 Complete-Link Structure Items Covered 

1 AD, 0.6                                       0.6 
 

 
                                 A          D 

AD 

2 AE, 0.6 Too early to connect since we do not know DE AD, AE 
3 BE, 0.5                      0.6                                0.5 

 
 

               A           D                     B           E 

AD, AE, BE 

4 CE, 0.5 Too early to connect since we do not know CB         AD, AE, BE, CE 
5 BD, 0.4 Too early to connect since we do not know AB, DE         AD, AE, BE, CE, BD 
6 BC, 0.3                                                          0.3 

 
 
             0.6                                0.5 

 
 

       A           D                     B           E         C 

AD, AE, BE, CE, BD, BC 

7 CD, 0.3 Too early to connect since we do not know AB, AC, 
DE         

AD, AE, BE, CE, BD, BC, CD 

8 DE, 0.2 Too early to connect since we do not know AB, AC        AD, AE, BE, CE, BD, BC, CD, 
DE 

9 AC, 0.2 Too early to connect since we do not know AB       AD, AE, BE, CE, BD, BC, CD, 
DE, AC 

10 AB, 0.1                                 0.1 
 
 
 
                                                        0.3 
 
 
             0.6                                0.5 

 
 

       A           D                     B           E         C 

AD, AE, BE, CE, BD, BC, CD, 
DE. AC, AB 
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𝑆′′ = 	

⎣
⎢
⎢
⎢
⎡
1 0.1 0.1 0.1 0.1
✗ 1 0.3 0.1 0.5
✗ ✗ 1 0.1 0.3
✗ ✗ ✗ 1 0.1
✗ ✗ ✗ ✗ 1 ⎦

⎥
⎥
⎥
⎤
 

 
As it could be seen from two different complete-link clustering structure, the complete-link 
algorithm may generate two different clustering structures from similarity matrix S which 
results in different similarity matrices S’ and S’’. 
 
In my example, changing the step order of AD and AE having the same similarity value results 
in different clustering structure. To determine step number for each pair in complete-link 
structure, the similarity pairs are ordered according to similarity value in descending order. 
However, when two pairs have the same similarity value, the problem is determining which 
one to insert to the structure first.  
 
The clustering structure of complete-link depends on the order of inserting terms [16]. A 
method for determining which pair should be inserted first if equal similarity values have ties 
can be proposed. A rule for the method: the document pair having smaller document numbers 
is inserted first. For instance,  
 
If similarity value of document1-document5 = similarity value of document1-document4, 
insert document1-document4 to the structure first.  
 
If similarity value of document1-document5 = similarity value of document5-document1, 
insert document1-document5 to the structure first.  
 
If similarity value of document1-document2 = similarity value of document2-document3, 
insert document1-document2 to the structure first.  
 

 
Solution of question 11: 
Proof by example: 

𝐷 = �1 0
5 2� 

 
First row sum = 1, Second row sum = 7 
First column sum = 6, Second column sum = 2 
 

𝑆 = �1/1 0
5/7 2/7� 	𝑆′ = �1/6 0

5/6 2/2�  

 
𝐶 = �0.1667 0.8333

0.1190 0.8810� 
 
As it could be seen from C matrix above, C11(0.1667) is smaller than C12(0.8333). Therefore, 
the proof is done. 
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Solution of question 12: 

a. C12 entry of C Matrix using the double stage experiment 
 

 
 
 
 
 

 
 

C12 = 1/2*1/2 + 1/2*1/4 = 0.375 
 
 
 
 
 
 
 
 

b. Obtain clusters according to C3M 
 

𝑫 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏 𝟎 𝟎 𝟏 𝟎
𝟎 𝟏 𝟎 𝟏 𝟏 𝟎
𝟏 𝟎 𝟏 𝟏 𝟎 𝟎
𝟏 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟏 𝟏
𝟎 𝟎 𝟎 𝟎 𝟏 𝟏⎦

⎥
⎥
⎥
⎥
⎤

 

α: Inverse of row sums 
α1 = 1/2, α2 =1/ 3, α3 =1/ 3, α4 =1/2, α5 = 1/3, α6 =1/ 2 
 
β: Inverse of column sums 
β1 = 1/2, β2 =1/2, β3 = 1/2, β4 = 1/3, β5 = 1/4, β6 =1/2  
 
m: Number of documents  
m = 6 
 
n: Number of terms 
n = 6 
 

d1

t2(1/2)
d1(1/2)

d2(1/2)

t5(1/2)

d1(1/4)

d2(1/4)

d5(1/4)

d6(1/4)
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𝑺 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏/𝟐 𝟎 𝟎 𝟏/𝟐 𝟎
𝟎 𝟏/𝟑 𝟎 𝟏/𝟑 𝟏/𝟑 𝟎
𝟏/𝟑 𝟎 𝟏/𝟑 𝟏/𝟑 𝟎 𝟎
𝟏/𝟐 𝟎 𝟎 𝟏/𝟐 𝟎 𝟎
𝟎 𝟎 𝟏/𝟑 𝟎 𝟏/𝟑 𝟏/𝟑
𝟎 𝟎 𝟎 𝟎 𝟏/𝟐 𝟏/𝟐⎦

⎥
⎥
⎥
⎥
⎤

		 𝑺′ = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏/𝟐 𝟎 𝟎 𝟏/𝟒 𝟎
𝟎 𝟏/𝟐 𝟎 𝟏/𝟑 𝟏/𝟒 𝟎
𝟏/𝟐 𝟎 𝟏/𝟐 𝟏/𝟑 𝟎 𝟎
𝟏/𝟐 𝟎 𝟎 𝟏/𝟑 𝟎 𝟎
𝟎 𝟎 𝟏/𝟐 𝟎 𝟏/𝟒 𝟏/𝟐
𝟎 𝟎 𝟎 𝟎 𝟏/𝟒 𝟏/𝟐⎦

⎥
⎥
⎥
⎥
⎤

 

S for rows        S’ for columns 
 

𝑪 = 	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎. 𝟑𝟕𝟓𝟎 𝟎. 𝟑𝟕𝟓𝟎 𝟎 𝟎 𝟎. 𝟏𝟐𝟓𝟎 𝟎. 𝟏𝟐𝟓𝟎
𝟎. 𝟐𝟓𝟎𝟎 𝟎. 𝟑𝟔𝟏𝟏 𝟎. 𝟏𝟏𝟏𝟏 𝟎. 𝟏𝟏𝟏𝟏 𝟎. 𝟎𝟖𝟑𝟑 𝟎. 𝟎𝟖𝟑𝟑

𝟎 𝟎. 𝟏𝟏𝟏𝟏 𝟎. 𝟒𝟒𝟒𝟒 𝟎. 𝟐𝟕𝟕𝟖 𝟎. 𝟏𝟔𝟔𝟕 𝟎
𝟎 𝟎. 𝟏𝟔𝟔𝟕 𝟎. 𝟒𝟏𝟔𝟕 𝟎. 𝟒𝟏𝟔𝟕 𝟎 𝟎

𝟎. 𝟎𝟖𝟑𝟑 𝟎. 𝟎𝟖𝟑𝟑 𝟎. 𝟏𝟔𝟔𝟕 𝟎 𝟎. 𝟒𝟏𝟔𝟕 𝟎. 𝟐𝟓𝟎𝟎
𝟎. 𝟏𝟐𝟓𝟎 𝟎. 𝟏𝟐𝟓𝟎 𝟎 𝟎 𝟎. 𝟑𝟕𝟓𝟎 𝟎. 𝟑𝟕𝟓𝟎⎦

⎥
⎥
⎥
⎥
⎤

 

 
         C = S x S’T 

Number of clusters = nc = ∑ 𝐶𝑖𝑖`
�Gb  = 0.375 + 0.3611 + 0.4444 + 0.4167 + 0.4167 + 0.375 = 

2.3889 ≈ 2. Therefore, the number of clusters is 2. 

Seed power of document di is given by 𝑃i	=	𝐶ii*	(1	−	𝐶ii)	*𝑋di		

𝑃1	=	𝐶11*	(1	–	𝐶11)	*𝑋d1	=	0.375*(1-0.375)	*2		 	 =	0.46875 

𝑃2	=	𝐶22*	(1	–	𝐶22)	*𝑋d2	=	0.3611*(1-0.3611)	*3		 =	0.69212 

𝑃3	=	𝐶33*	(1	–	𝐶33)	*𝑋d3	=	0.4444*(1-0.4444)	*3		 =	0.74073 

𝑃4	=	𝐶44*	(1	–	𝐶44)	*𝑋d4	=	0.4167*(1-0.4167)	*2		 =	0.48612	

𝑃5	=	𝐶55*	(1	–	𝐶55)	*𝑋d5	=	0.4167*(1-0.4167)	*3		 =	0.72918 

𝑃6	=	𝐶66*	(1	–	𝐶66)	*𝑋d6	=	0.375*(1-0.375)	*2	 	 =	0.46875	

We concluded that the number of clusters is 2. The obtained cluster power seeds showed that 
d3 and d5 are cluster seeds since P3 and P5 returned the highest values in terms of cluster seed 
power. Thus, d3 and d5 are cluster seeds and d1, d2, d4 and d6 are non-seeds. 

𝑫 =	

⎣
⎢
⎢
⎢
⎢
⎡
𝟎 𝟏 𝟎 𝟎 𝟏 𝟎
𝟎 𝟏 𝟎 𝟏 𝟏 𝟎
𝟏 𝟎 𝟏 𝟏 𝟎 𝟎
𝟏 𝟎 𝟎 𝟏 𝟎 𝟎
𝟎 𝟎 𝟏 𝟎 𝟏 𝟏
𝟎 𝟎 𝟎 𝟎 𝟏 𝟏⎦

⎥
⎥
⎥
⎥
⎤

 

Inverted Index for Seed Documents: 

t1®<3,1> 
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t2®<> 

t3®<3,1><5,1> 

t4®<3,1> 

t5®<5,1> 

t6®<5,1> 

Cluster 1(cluster seed: d3) ® d2, d3 (C23>C25) 

Cluster 2(cluster seed: d5)  ® d1, d4, d5, d6 (C15>C13, C43>C45, C65>C63) 

In total, 8 entries of C matrix(C23,C25,C15,C13,C43,C45,C65,C63) should be calculated in order to 
assign non-seeds to seeds and 6 entries of C matrix (C11, C22, C33, C44, C55, C66) should be 
calculated for seed power of documents. In total, 14 entries of C matrix(8+6) should be 
calculated. 

 
Solution of question 13: 

a. Maximum number of active branches 
 

 
 

di

t1

S'11

S'21

:

S'm1

t2

S'12

S'22 

:

S'm2 

: :

: :

: :

tn

S'1n 

S'2n 

:

S'mn 

d1 

d2 

dm 

d1 

d2 

dm 

d1 

d2 

dm 

Si1 

Si2 

Sin 
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The maximum number of active branches is obtained when all documents includes all terms 
which can be seen in the figure including all these branches. Therefore, for a document, n 
number of active branches for n terms and m*n number of active branches for m documents. 
For document i, n+m*n active branches are obtained. For all documents, m(n+m*n) active 
branches in total since total number of documents is m. 
 

b. Minimum number of active branches 
 

 
The minimum number of active branches is obtained when all documents do not contain any of 
terms. Since each document should contain at least one term, there should be 1 active branch 
for a term and 1 active branch for a document. Thus, there must be 2 active branches for each 
document. In total 2*m active branches for all documents since total number of documents is 
m. 
 

 
 
Solution of question 14: 
Indexing is used in order to represent documents by structures using index terms while 
retrieving documents. As it is demonstrated in the paper “Concepts and Effectiveness of the 
Cover-Coefficient-Based Clustering Methodology for Text Databases”, there is a significant 
relationship between indexing and cover coefficient-based clustering [17]. This relationship 
indicates change in the size of indexing vocabulary affects the number of clusters. Therefore, it 
can be used to adjust the number and size of clusters based on parameters of the computer 
system searching the clusters. In addition, indexing-clustering relationships hold very closely 
in the case of binary indexing [17], so it is useful for the areas benefiting from binary indexing.  
However, even if the aim is not to cluster documents, the clustering methodology can be useful 
in producing adequate index vocabularies [18]. In the paper, Can and Özkarahan, narrow down 
and tune initial set of terms by the use of frequency and weight thresholds in conjunction with 
certain relationships derived between indexing and the cover coefficient-based clustering [18]. 
This shows that the indexing-clustering relationship has a practical usage in automatic tuning 
and optimization.   
 
 
 
 
 
 
 
 

di
tj S'ijSij di 
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